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Classical static project planning methods, such as CPM, was developed for a construction industry with more certainty, less complexity, and not having to cope with the speed of change experienced today. Many projects using traditional planning methods fail to deliver projects on time. The results are deterministic and unreliable to deliver the project objectives. This originates from ignorance of understanding the cause and effect relationships of different internal and external elements in a modern construction project. Increased complexity is one of the fundamental issues causing project failure. Planning systems must deal with increased complexity, which traditional systems do not manage. Projects can be technically complex, organisationally complex, and environmentally complex. The research uses a bottom-up approach to develop a conceptual framework to map complexity and improve the flow of information in the project planning stage of construction projects. The expectation is to understand the realistic view of project scheduling considering projects complexity and uncertainties and project factors interactions. This is based on project scheduling with simulation using system dynamics. The proposed framework in this research aims to provide an enhanced method of considering a project different parts behaviour and the consequence. This study contributed to the existing literature of understanding the complexity degree of dynamic scheduling. Furthermore, in the presented holistic analysis by identifying different complexity causes elements and prioritise those allows project planners and engineers to minimize the scheduling variance of operation in reality. There is no evidence showing this has been done before.
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INTRODUCTION

Planning, sometimes called programming, is about breaking down a project into individual operations/activities/work packages and defining a logical sequence of events that will deliver a completed project. Managing the dependencies between those operations and the resources requires an understanding of the design and complexity of the project. Planning is effectively defining what is to be done and how; scheduling is the when. Providing a reliable project planning and scheduling method is increasingly important for construction projects (Serrador and Turner, 2015). Projects run over budget and over time for a variety of reasons, often the construction programme produced at the commencement of the project is wrong, based on incorrect assumptions and incomplete information. Programmes are often suspended or delayed due to changes in requirements, problems with design, constraints from the client, or delays in the procurement process. It is crucial that project managers use effective project planning and scheduling tools to manage these challenges and keep projects on track.
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over optimistic and fail to recognise incomplete design and the overlap of design and production. Current methods and applications have remained theoretically and objectively static, using primarily deterministic planning approaches. Deterministic planning involves selecting one course of action for activities; this makes consideration of alternative options very limited and whilst CPM has float times, the programme follows a pre-determined course of action. Probabilistic planning allows for alternative course of action at the planning stage. It is more difficult to implement, because of the need for information about the different options, which presents challenges. Research has attempted to remove or reduce the dissatisfaction with the programming systems, with little progress (Andersen, 1996; Collyer et al., 2010).

One important difficulty argued by Collyer and Warren (2009, 355) is that “any project has some "degree of dynamism". Dynamic is a term used in project planning as describing that a project is not characterised by a solid and predefined environment; it is influenced by constant change. This has resulted in a poor or inadequate planning expectations, which negatively links to project outcomes, and creating problems that impact on construction project management. The pre-project planning process must be recognized as a formal, well-organized planning process, with specific deliverables (Hamilton and Gibson Jr. 1996, 32). Significant project planning is designed and developed as a crucial part of the system development process (Chatzoglou and Macaulay, 1996). For project planning it is vital to distinguish between two types of contingency. Contingency can facilitate project planning by preparing several possibilities on activities of duration to minimise what time is needed for activities (Laufer and Tucker, 1987). However, construction projects are executed in a complex dynamic environment, characterized by uncertainty and risk (Schatteman et al., 2008). Complex means many parts are included, often interrelated that can make the settings complicated or difficult to understand. Deterministic outcomes exist in a vacuum, frequently ignoring other influences on the work breakdown structure. Hence, planning and scheduling is not a linear process, just like design it is iterative, yet planning systems assume linearity and sequential connections. They do consider interdependence, but the problem is that planning is a system, made up of many interdependent sub-systems. The framework in this research brings a structure using system dynamics to include the entire elements of scope of project, work breakdown structure (WBS), design team, supply chain, resources, performance and objectives of a project. System dynamics is design to cope with complex systems.

**Scheduling Robustness**

Robust scheduling is a method of multi-objectives consideration. While in a stochastic scheduling method, the probability distribution of the uncertainty is essential; in a robust optimization, it is not necessarily required. The aim of robust optimization is to reflect flexibility by applying the possibility for the uncertainties. However, two shortcomings are important in a robust scheduling method: 1) a robust solution may suffer from poor representation on objective values truthiness; 2) the unpredictability perspective of the robust solution to variation in the uncertainty set is not considered (Coleman et al., 2013). A fundamental scheduling problem as Lyneis et al., (2001, 238) argues is that most project management tools assume sequential linearity, with the belief that interconnected activities are controllable. They either (1) view a project statically, or (2) take a partial, narrow view to allow managers to cope mentally with the complexity. Such approaches are unrealistic in practice because regular or irregular surprises and uncertainties arise in project execution, many of which are uncontrollable, they can cause disruptions on scheduling. Nevertheless, “a
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A project schedule can rarely be implemented exactly in a realistic project environment such that the planned optimal project completion time is achieved” (Yang 1996, 256). Due to frequent re-scheduling, scheduling disruptions increase the complexity of scheduling system (Herroelen and Leus, 2004). The validity of project scheduling with its static deterministic products have been severely critiqued (Goldratt, 1997). The consequences of those uncertainties on project performance creates severe damage to the original expectations. Consequently, any generated solution of these approaches is becoming absolute from the starting point of project execution. Herroelen and Leus (2004, 550) highlighted that “the development of a pre-computed baseline schedule (pre-schedule) with the objective of assuring stability in the start times of the activities, rather than the minimization of the expected project duration or some other regular objective function, has been mostly overlooked so far”.

**Scheduling Methods, Complexity Variables and Degree**

Traditional planning systems such as CPM and PERT fail to take account of complexity, which results from uncertainty and the dynamic environment of a construction site. Fuzzy logic, stochastic scheduling, and sensitivity analysis do not solve the problem of better decisions, because they rely on optimization. A new approach is needed that can measure complexity at the outset of a project to alert the site production team. Gidado (1996) summarises the complexity meaning from the interview results from expert’s viewpoint of construction projects into two managerial and technical perspectives. Understating the effects of strategies, policies and techniques that are having impacts on the performance are underlined in the research of Vieira et al., (2003). Rather than focusing on minimizing the number of activities, they presented an alternative justification for decreasing the complexity index. Complexity index describes as a developed method to define complexity as practised (Mattsson et al., 2012). Kamburowski et al., (2000) states that understanding the complexity index (CI) of scheduling network of project management techniques is the most fundamental factor. However, in the event that the number of nodes is not limited or not clearly well-known, has found hard to decreasing complexity index (CI) factor. Furthermore, Bregman (2009) to control the probability completion for predefined due dates, introduced a dynamic matrix simulation method for selecting possibilities. In this research, the uncertainty sources are excluded. Therefore, many reality behavior of project’s activities may not be included. Ouelhadj and Petrovic (2009) divided dynamic scheduling into resource-related and job-related categories. Resource-related are human resources, material shortages, operational machine failure, and delays based on resources preparation. Job-related are changes on due dates, priority changes, time processing changes, and new activities arrival or removal. In reality, construction projects are highly dynamic and dealing with complexity and uncertainty. This emerge scheduling a consideration for the purpose of effective planning success. Thus, it is vital to understand the major variables of scheduling complexity. Faniran et al., (1998) literature review from various studies have highlighted scope of project, work breakdown structure (WBS), design team, supply chain, resources, performance and objectives as the main variables of construction project planning and scheduling. Therefore, dynamic scheduling method in this study focus is to present a framework of understanding expectations based on complexity degree towards a focus on the dynamic interactions between complexity, influencers and objectives within which project operates. For this aim, understanding the system thinking idea as a purposive classification, and the significance of “system’s boundaries” and “interfaces” is essential. This can improve the
understanding of project scheduling system in an imperfect word dealing with complexity, interdependence, uncertainty, risk, constant changes, speed of change and properties that are out of control. However, the literature review found no evidence showing how to consider complexity degree as a technique of understanding and controlling uncertainties to achieve the desired scheduling objectives.

METHODOLOGY

Dynamic Scheduling Framework

In reality, the intended pre-plan structure is constantly changes regarding to dynamic behaviour of construction projects. The dynamic behaviour that increases the complexity of project scheduling. Figure 1 shows the proposed conceptual framework. This includes two different variables consisting of controllable and uncontrollable. Controllable variables are referring to the variables that are in control of project management team. Controllable variables used in this framework are consisting of scope of project, work breakdown structure (WBS), design team, supply chain, resources, performance and objectives. Also, uncontrollable variable is referring to those that are out of control for instance weather changes or inflation rate changes. This is turned up as externalities variable in the proposed framework. Furthermore, system dynamics is used in dealing with cause-effect and stock and flow diagrams analysis to understanding the complexity degree of pre-plan scheduling. Design and implementation of dynamic scheduling conceptual framework is shaped by using systems thinking and system design. The conceptual framework proposed in this research enables project scheduling derived by practitioners and engineers to be more realistic. Therefore, the project scheduling conceptual framework proposed aim is to understand the dynamic scheduling elements used to analyse the complexity degree. This is leading to considerate the flow of changes regarding to complexity degree on the desired objective. These essential factors are targeted to decrease the scheduling variance as aimed in the research. However, this may include a broad range of further objectives depends on a specific scheduling plan. This is regarding to different internal and external parties, limitations and expectations to operate a finalized plan.

Figure 1: Dynamic scheduling for complexity control model

Figure 1 proposed a model for complexity control of a dynamic scheduling. Total project duration expectation, a more reliable scope, understanding scheduling expectations that are not considered in the initial scheduling and those changes that may appear in further steps, a brighter understanding of the total project duration of
estimation. The classical scheduling tools and techniques are not practically designed to include the complexity degree, for instance CPM and PERT. The proposed framework is capable to build a bridge between targeted objective and reality of dynamic behaviour of construction projects by considering the complexity degree constructed on both controllable and uncontrollable variables.

**System Dynamics Used in Modelling**

The application of system dynamics was proposed Jay Forrester (1961) in the book on Industrial Dynamics. System dynamics was developed by engineers as either the strategic management design or decision-making tool across different industries from construction to manufacturing and IT development (Rodrigues and Bowers, 1996). The system dynamic emphasis is on understanding the dynamic form and the internal interactions role of different variables in reality of a system. It “addresses problematic behaviour patterns caused primarily by the feedback structure of the setting” (Barlas 2007, 470). The main focus of system dynamics is on dynamic changes and the strength of the interactions of elements over time. The four basic elements of the system dynamics method (Richardson, 2011) are 1) information of feedback from systems theory, 2) understanding of decision-making procedure, 3) the empirical approach of complex method, and 4) the simulation of realistic assumptions. Multiple influencers with negative and positive feedback are the behaviour modes of nonlinear systems. For the structure theory of the model, it is initiated a four substantial level mode consisting of "The Closed Boundary", "The Feedback Loop", "Levels" and "Flows" (Forrester 1968, 406). The model can capture reactions and delays in time in a broad margin of limitations (Sterman, 2002). System dynamics is not a model to create, but to solve the systematic issues reflected in a management behaviour. The benefits of using system dynamics varies from “strategy support” to managing industry changes (Dangerfield et al., 2010, 411). One of the most significant tasks in the development of system dynamics is the model conceptualisation (Luna-Reyes, 2003). Randers (1980, 117) introduced an “effective procedure” of “model conceptualisation”, consisting of 1) conceptualisation, 2) formulation, 3) testing and 4) implementation. Conceptualisation defines the questions to be addressed, sets the boundaries of the system, time distribution, and describe the casual diagram form as the basic mechanism. Formulation to conjecture of detailed structure. Testing either model assumptions or the dynamic behaviour. Implementation to understanding the model behaviour. The content is on understanding how to control the complexity as the core factor of project scheduling and planning variance based upon understanding the relationships between the complexity factors (influencers) and scheduling objectives.

**DATA ANALYSIS**

**Expected Value Factors and Weight Scores**

Eight factors are weighed, making a matrix of eight column and eight rows. The factors are the scope of project, work breakdown structure (WBS), design team, supply chain, resources, externalities, performance and objectives. This needs to be combined with a decision-making method for instance Analytic Hierarchy Process (AHP). AHP is developed by (Saaty, 1980) and is known as a decision-making process. It aims to quantify the priorities from a set of relative objectives based on the judgment with considering multi-criteria factors. The focus of AHP method is to understand the consistency of the alternative comparison in the process of decision-making (Saaty, 2008). It is able to organise factors in a systematic and structured way
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with simple clarification to the decision-making difficulty (Skibniewski and Chao, 1993). The weight factor is generally a measure of relative quantity meaning for each objective. Furthermore, selecting weight is to reflect the preference of the objectives. AHP method identifies the accurate weight for factors used in the matrix organization analysis of related accurate eigenvectors (Forman and Gass, 2001). (Saaty, 2008) considered for steps for AHP process. First, developing a matrix to determining the hierarchy organisation for instance. Then, developing the matrix to show a set of comparison pairwise. After, consistency evaluation for the judgment, and finally, prioritising.

\[
S = \begin{bmatrix}
    a_1 & a_2 & \ldots & a_n \\
    a_1 & a_2 & \ldots & a_n \\
    \vdots & \vdots & \ddots & \vdots \\
    a_1 & a_2 & \ldots & a_n \\
\end{bmatrix} \begin{bmatrix}
    w_1 \\
    w_2 \\
    \vdots \\
    w_n \\
\end{bmatrix} = \lambda_{\text{max}} \begin{bmatrix}
    b_1 \\
    b_2 \\
    \vdots \\
    b_n \\
\end{bmatrix}
\]

\[\lambda_{\text{max}} = \left(\frac{1}{n}\right) \sum_{i=1}^{n} \frac{b_i}{w_i} \quad \text{(equation 1)}\]

Which \(\lambda_{\text{max}}\) can be calculated using (equation 2); Consistency Index (CI) = \((\lambda_{\text{max}} - n) / (n - 1)\) (equation 3); Consistency Ratio (CR) = CI / RI (Average Random Consistency Index (RI)) (equation 4) is taken from the following table 1 presented by (Saaty, 1980)).

<table>
<thead>
<tr>
<th>Strength</th>
<th>Quantity</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1</td>
<td>A and B are equally important</td>
</tr>
<tr>
<td>B</td>
<td>3</td>
<td>A is moderately more important than B</td>
</tr>
<tr>
<td>C</td>
<td>5</td>
<td>A is strongly more important than B</td>
</tr>
<tr>
<td>D</td>
<td>7</td>
<td>A is much more important than B</td>
</tr>
</tbody>
</table>

The eight factors presented in dynamic scheduling framework (Figure1) prescribed in an 8*8 matrix shown in Table 3.

Table 3: A Pairwise comparison of factors in AHP

<table>
<thead>
<tr>
<th>Scope</th>
<th>Externalities</th>
<th>Design team</th>
<th>WBS</th>
<th>Resources</th>
<th>Supply chain</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scope</td>
<td>0.20</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Externalities</td>
<td>0.20</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Design team</td>
<td>0.14</td>
<td>0.20</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>WBS</td>
<td>0.33</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Resources</td>
<td>0.14</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Supply chain</td>
<td>0.20</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Performance</td>
<td>0.20</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Objective</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The random index is equal to 1.40, and therefore the consistency ratio is equal to 0.02. The final stage shown in Table 4, is to use a mathematical method, for instance Least Square Linear regression to understand the coefficients between different variables presented in Figure 1.
Table 1: Summary of factors coefficients

<table>
<thead>
<tr>
<th>Variables</th>
<th>Dependents</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design team</td>
<td>Externalities</td>
<td>0.48</td>
</tr>
<tr>
<td>Design team</td>
<td>Scope</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>Externalities</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>WBS</td>
<td>0.27</td>
</tr>
<tr>
<td>WBS</td>
<td>Scope</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>Externalities</td>
<td>0.26</td>
</tr>
<tr>
<td>Resources</td>
<td>WBS</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>Externalities</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>Scope</td>
<td>0.17</td>
</tr>
<tr>
<td>Supply chain</td>
<td>Scope</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>Externalities</td>
<td>0.18</td>
</tr>
<tr>
<td>Performance</td>
<td>Design team</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>WBS</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>Resources</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Supply chain</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>Externalities</td>
<td>0.21</td>
</tr>
<tr>
<td>Objectives</td>
<td>Performance</td>
<td>0.03</td>
</tr>
</tbody>
</table>

System Dynamics Model Development

The system dynamics model presented in Figure 2 shows that dynamic scheduling allows consideration of the possible uncertainties regarding the complexity of project scheduling.

Simulation Results

Dynamic project scheduling using system dynamics are simulated using Vensim software. The results consist of different components of scheduling complexity control, dynamic scheduling information and objectives. The simulation graphs demonstrate the behaviour of different component over time shown in Figure 3.
Figure 3: Complexity and Total Project Duration over time

Figure 3 illustrates the changes of both the complexity degree and objectives for a project with 11 weeks period. Initial value for all variables is planned at 1000 for the running period. The graph shows to reach the 1000 value assumed in the case study; the objectives are changing too. The total project duration with considering complexity degree based on the given assumptions is equal to 21 weeks.

CONCLUSIONS

This paper proposes a new approach by using system dynamics to identify causal loops and flow components to help in the planning and scheduling process. The technique needs further development and testing, but the idea is to stimulate a new approach to producing more reliable planning and scheduling. The dynamic scheduling model will be validated by more case studies in further steps of the research.
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