DEVELOPMENT OF AN ICT-BASED LOGISTICS FRAMEWORK FOR THE CONSTRUCTION INDUSTRY

Olusanjo Fadiya\textsuperscript{1}, Panagiotis Georgakis, Ezekiel Chinyio and Christopher Nwagboso

\textit{School of Engineering and Built Environment, University of Wolverhampton, Wulfruna Street, Wolverhampton, WV1 1SB, UK}

Several information and communication technology (ICT) devices have been proposed and developed by researchers to improve logistics functions such as tracking and monitoring resources through the supply chain to the construction site. Such ICT devices include global positioning system (GPS), radio frequency identification devices (RFID), wireless sensors network system (WSN), geographical information system (GIS), management information system (MIS) and discrete-event simulation models (DES). While considerable research work has been carried out on the development of these devices and their adaptation to construction logistics process, limited work has so far been done on investment evaluation to justify their implementation financially. This paper presents a research work that seeks to develop a computer-aided framework for the evaluation of ICT-based logistics system in the construction industry. The work involves the identification and quantification of costs, benefits and risks involved in implementing ICT systems to solve, or mitigate problems that hinder the efficient operation of construction logistics. Furthermore, the paper presents a case study that demonstrates a comparative evaluation of the fitness of Cost-Benefit and Multi-Criteria analysis for underpinning the computational component of the proposed framework
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INTRODUCTION

Construction logistics management can be defined as the process of mobilizing the various resources required for construction process to the right place at the right time at the minimum cost and creating an enabling environment for construction activities i.e. ensuring safety/security, quality and efficiency (Guffond and Leconte 2005). Logistics practice in the construction industry is still trailing behind sectors like manufacturing and retail, where information and communication technologies are being applied at an advanced level to implement and improve their logistics system. Some of the factors responsible for inefficient logistics in the construction industry include: relative short-term nature of construction process, which makes it difficult to build optimized logistics system in a way that is possible in retail and manufacturing; the fragmentation of activities in construction process creates communication gaps, which may cause suppliers not to fully understand the implications of design, materials and components choices making them, sometimes, to supply wrong materials and/or wrong quantities of material to site (Rogers 2005); logistics is
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affected by the practice of the lower bidder getting the contract in which the rejection or acceptance of contract is based only on the conformance to technical specifications instead of other performance measures that relate to the process itself (Wegelius-Lehtonen 2001) and finally, most delivery and inventory data on construction sites are still recorded manually and these are prone to errors due to personal judgement and writing skills or lack of systemic understanding of communication protocols which often results in process delays. Therefore, it is very important to provide real-time methods of identifying, registering, collecting and communicating information about the status of construction materials (Jang and Skibniewski 2008).

Given the above short-comings of the current practice of logistics in the construction industry, especially regarding communication, information and communication technologies (ICT) can be regarded as an important tool for addressing these problems. ICT have the potential to enhance information flow, facilitate efficient delivery, minimize, or even prevent theft and damage risks, reduce delays in data retrieval, reduce waste and enhance the overall productivity of the construction process. Several ICT-based resources tracking systems have been developed and proposed for implementation in the construction industry. These include:

- Wireless sensors network system (WSN) for tracking and monitoring materials on construction site (Jang and Skibniewski 2008)
- Hybrid information and communication technology system for reducing vehicle/pedestrian collisions using wireless sensors network (Riaz et al. 2006)
- Positioning and tracking construction vehicles in highly dense urban areas and building construction sites using global positioning system (GPS) and vehicle position/location system called “dead reckoning” (DR) (Lu et al. 2007)
- Intelligent navigation for seamless inertial navigation system (INS)/GPS integrated land vehicle position/location applications (Chiang and Huang 2008)
- Application of integrated global positioning system (GPS) and geographical information system (GIS) technology for reducing construction waste and improving construction efficiency (Li et al. 2005).

Operations management at construction sites could particularly benefit from resources tracking with improved situation awareness applications, which will enable productivity assessment, waste reduction and accident prevention (Xuesong et al. 2008).

While ICT devices have been developed and proposed to improve construction logistics, limited work has so far been done for the systematic evaluation of such technologies prior to their implementation. This is particularly important because most of the devices are alternative systems with significant variations in their costs and benefits. Despite the importance of cost in the implementation of robust ICT systems in construction, the focus of major ICT research is on technical issues such as development of software applications and interoperability issues rather than managerial nature such as investment justification, strategy and strategic information planning (Love et al. 2004). Similarly, those responsible for ICT implementation in an organization often advocate optimistic estimate of benefits and cost savings. Thus, failing to identify the full cost implications may result in several years of use to achieve expected financial returns (Love and Irani 2001).
Having identified the need for investment evaluation, this paper presents an initial study carried out to develop a multi-criteria analysis model to analyse alternative ICT-based construction logistics systems and generate ranking values in which the alternative with the highest value is the most preferred one. This is part of an on-going research on the development of an ICT-based logistics framework for the construction industry. The study included the identification of the operational benefits of these ICT-based logistics systems including quantifiable benefits and intangibles. The inclusion of intangibles makes it impracticable to use monetary values as the common unit of costs and benefits. Hence, the need to adopt multi-criteria analysis approach in which the costs and benefits are classified as criteria or attributes and the relative importance of each criterion is weighted resulting in the qualitative comparison of possible alternative system configurations.

CASE STUDY

Logistics problem scenarios
Having established the need to improve construction logistics through the application of information and communication technologies, a case study was developed to analyse two implementation scenarios of alternative ICT-based tracking systems. The case study was fashioned after the application scenario of a wireless sensors network material tracking and monitoring system proposed by Jang and Skibniewski (2008). For the purpose of this analysis, 40 units of precast concrete slabs and 40 units of steel frames are to be delivered by a standard delivery vehicle to a construction site. The two alternatives considered are radio frequency identification system (Alternative A) and wireless sensors network system (Alternative B).

Alternative A: radio frequency identification system (RFID)
Each construction material is tagged with RFID tags and RFID readers and antennas are installed at the inlet and exit of the storage. RFID readers at the storage inlet portal scan materials as they are being moved in and this automatically captures all the necessary data about the materials that are delivered to the storage. RFID readers at the storage exit portal automatically retrieve data related to the materials as they are moved out of the storage to the construction area. This gives real-time and continuous information about stock level in the storage reducing the chance of materials running out of stock.

Alternative B: wireless sensors network system (WSN)
Each construction material is tagged with sensor tags and wireless sensor routers are installed at strategic points around the circumference of a storage facility or laydown compound. The tagged materials are classified as nodes within the network and are able to communicate with one another and the routers. Information about the individual materials is communicated through the routers to the control station (management information system).

FRAMEWORK DEVELOPMENT

Conceptual framework
One of the various multi-criteria analysis methods is the family of multi-attributes utility theory. This theory allows compensation between criteria i.e. the gain on one criterion can compensate for the loss on another (Fulop 2005). A popular technique of these methods is called Simple Multi-Attributes Rating Technique (SMART). The ranking value $x_j$ of alternative $j$ is obtained simply as the weighted algebraic mean of the utility values associated with it, i.e.
where:

- \( m \) is the number of attributes,
- \( n \) is the number of alternatives,
- \( x_j \) is the ranking or multi-criteria index of alternative \( j \),
- \( w_i \) is the importance weight of attribute \( i \) and
- \( u_{ij} \) is the utility value of attribute \( i \) for alternative \( j \).

First, the criteria are ranked in their order of importance and points are assigned to them to reflect their relative importance. However, the comparison of the importance of attributes is meaningless if it does not reflect the range of utility values of the alternatives as well. Hence, Edwards and Baron (1994) proposed a variant of SMART named SMART using Swing that in the course of the comparison of the importance of the criteria also considers the amplitude of the utility values i.e. the changes from the worst utility value level to the best utility level among the alternatives. The conceptual model architecture of this framework in Figure 1 shows the model input (estimation of attributes values and measurement of importance weights), the model process (the calculation of the output using the input and the multi-criteria index formula in equation 1), and the model output (the multi-criteria index or alternative ranking value). An important criterion for measuring the performance of a multi-criteria analysis technique is decision maker's subjective evaluation in terms of accuracy, trustworthiness and ease of use. Only when the method is satisfactory to the decision makers will it be used frequently and regarded as important (Wang and Yang 1998). The SMART technique utility function that represents preferences reduces the amount of information in order to improve the comprehensibility of the technique. The trustworthiness of the output of SMART technique was demonstrated in the evaluation work carried out by Cho (2003) in which the best alternative predicted by SMART agreed with other techniques such as analytic hierarchy process (AHP), Bayesian Analysis and Outranking Method.

**Figure 1: Conceptual framework architecture**

**Measurement of importance weights of attributes**

For the purpose of the study presented in this paper, three attributes were considered; including cost, waste reduction and data accuracy. The analysis presented in this paper is a pilot study, as part of an on-going PhD research, to demonstrate the concept of
multi-attribute utility theory and its applicability to analyse alternative systems. Hence, these three attributes were selected at random from a long list of attributes which represent the cost and benefits of implementing either of the two alternative systems described in section 2 of this paper. This was done to enable the demonstration of the proposed technique as part of the paper. Inclusion of additional attributes is possible by the expansion of the utility values in equation (1).

**Scaling of attributes**

This is a measure of the relative importance of the attributes in descending order, from the most important to the least important. In addition, the attributes are given weights according to their relative importance.

**Cost:** This might be the most important attribute to a contractor or supplier who may want to implement any of these systems given the short term nature of construction project. Due to the short time span of the usability of the solution that seek to increase inventory transparency in construction project supply chain, such solution should be speedy, easy to implement and not demand significant investment (Chang et al. 2001). Therefore, cost will be the top priority in this analysis.

**Waste reduction:** Waste reduction was considered next important attribute since waste contributes significantly to the overall cost of construction process. Real-time location of materials on construction sites will prevent material abandonment, enhances the storage of materials in appropriate places and hence, prevent waste generation. A cost reduction caused by preventing the generation of construction waste is of direct benefit for most of the participants that work on a construction project (Bossink and Brouwers 1996).

**Data Accuracy:** This is another important attribute because the exactness of the data retrieved by a real-time system will eliminate errors that are experienced in manual entry of data into the database. It has been identified that some of the problems encountered in warehouse operations are the entry of incorrect information on inventory level, warehouse capacity and storage location into warehouse management system (WMS) and the creation of inaccurate report by the WMS (Poon et al. 2009).

**Weights measurement by swing method**

The swing technique of measuring importance weight starts with the thought of a "worst conceivable alternative" i.e. the one that scores at the lowest on all the attributes; identify the attribute that gives you the greatest increase in satisfaction (utility) when you swing it from the lowest level to high level while leaving the other attributes at their lowest levels; choose another attribute and swing it to high level while leaving others at lowest level. The satisfaction from the second one will be at a percentage of the satisfaction from the first i.e. the first attribute has the greatest satisfaction. Continue the procedure until all attributes have been considered.

Imagining the worst conceivable alternative for this analysis, that will be an alternative with highest cost of implementation, lowest impact on waste reduction and lowest data accuracy. The attribute that will give me the highest increase in satisfaction, as described in section 3.2.1, if swung to high level is cost and hence, its improvement in satisfaction is 1 (maximum utility); swinging the second attribute (waste reduction), my increase in satisfaction is 60% of the maximum utility and swinging the last attribute (data accuracy) will give me 40% of the maximum utility. Swing percentages will be derived at a later stage of the research through elicitation from practitioners in the construction industry. The calculation of the importance weights of the attributes is described below:
Let \( w_1, w_2 \) and \( w_3 \) represent the weights of cost, waste reduction and data accuracy respectively.

\[
\begin{align*}
\text{w}_2 &= 0.6 \text{w}_1, \\
\text{w}_3 &= 0.4 \text{w}_1
\end{align*}
\]

The weights must add up to 1 i.e.

\[
\begin{align*}
\text{w}_1 + \text{w}_2 + \text{w}_3 &= 1 \\
\text{w}_1 + 0.6 \text{w}_1 + 0.4 \text{w}_1 &= 1 \\
2 \text{w}_1 &= 1 \\
\text{w}_1 &= 0.5 \\
\text{w}_2 &= 0.6 \times 0.5 = 0.3 \\
\text{w}_3 &= 0.4 \times 0.5 = 0.2
\end{align*}
\]

These weights were normalized by multiplying them with 100 to produce the values presented in Table 1 and they are independent of the alternatives.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Weights</th>
<th>Normalized weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>100</td>
<td>50</td>
</tr>
<tr>
<td>Waste reduction</td>
<td>60</td>
<td>30</td>
</tr>
<tr>
<td>Data accuracy</td>
<td>40</td>
<td>20</td>
</tr>
</tbody>
</table>

**Estimation of the values of attributes**

**Cost estimation**

The costs of the two alternative systems considered in this pilot study were calculated using Microsoft Excel spreadsheet. The cost is the life cycle (3 years) cost of the systems which is a combination of the initial capital cost and annual running cost. The capital cost is based on the market prices of the components that make up the systems and the annual running cost is annual cost of electric power consumption of the systems. The total cost of implementing the RFID-based logistics system (alternative A) was found to be £8471.40 while that of wireless sensors network (alternative B) was £7042.28.

**Validity of 3-year life cycle**

The shortest life span of any component of the RFID and WSN systems such as batteries has been found to be 3 years; the life span of an average construction project was considered to be 3 years and the ICT-based logistics system is expected to be designed and configured on project by project basis. Therefore, a life cycle of 3 years was chosen for this analysis and there was no need to include replacement cost in the life cycle cost.

**Assumptions**

- The discount rate used for the analysis is the interest rate of 4.3%, which was that of the banking industry at the time of carrying out the cost estimation.
- The flat rate of 15.19 pence per kWh was used to calculate the annual cost of electricity in running the systems. Assumed to run 24 hours per day.
- Consumer price indexes for consecutive 3 years were obtained from the National Office of Statistics to calculate inflation rates.

**Evaluation of alternatives: proportional scoring method**

This is the linear rescaling of each attribute to a common utility scale. The utility scale ranges from 0 to 100. The highest possible score for any alternative is 100 while the lowest possible score is 0. The most important thing is that the same utility scale is
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shared by each of the attributes that are assessed and eventually combined in a single ranking value (Levin and McEwan 2001). The proportional scoring utility function is shown in equation (2).

\[ U(x) = \frac{x - \text{Lowest Value}}{\text{Highest Value} - \text{Lowest Value}} \times 100 \]
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The utility score for Alternative A on waste reduction ⇒

\[ U(4) = \frac{4 - 0}{7 - 0} \times \frac{100}{1} = 57 \]

The utility score for Alternative B on waste reduction ⇒

\[ U(5) = \frac{5 - 0}{7 - 0} \times \frac{100}{1} = 71 \]

**Data accuracy**

Accuracy of ‘arm’s length’ (i.e. 1 – 2m) is considered appropriate for tracking resources effectively (Lu et al. 2007). According to the test carried out on an RFID logistics resource management system (R-LRMS) by Poon et al. (2009) (Alternative A), the accuracy of retrieved warehouse information is significantly improved. The test shows that the inventory level recorded by R-LRMS is exactly the same as the actual level and this implies 100% data accuracy. On the wireless sensor network system (Alternative B), the test carried out by Jang and Skibniewski (2008) showed the system produced relatively high accuracy with 58.6cm error in all range of clock frequencies. Expressing this error as a percentage of the maximum acceptable error (2m), the system (Alternative B) produced 71% data accuracy. These data 100% and 71% represent the utility scores for alternative A and alternative B respectively.

**Ranking values of alternatives**

The importance weights and the values of the alternative for each attribute were then transformed to ranking values of the alternatives using the weighted algebraic mean formula shown in equation 1. The outlay of the ranking values calculation is shown in Table 3. This result shows that Alternative B with the higher ranking value of 65.5 will be preferred to Alternative A with the lower ranking value of 52.1 (see Table 3). An example of the calculation for alternative A is shown below:

\[ x_1 = \frac{w_1 u_{11} + w_2 u_{21} + w_3 u_{31}}{w_1 + w_2 + w_3} = \frac{50 \times 30 + 30 \times 57 + 20 \times 100}{50 + 30 + 20} = 52.1 \]

**Table 3: Ranking values of alternatives**

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Cost</th>
<th>Waste Reduction</th>
<th>Data Accuracy</th>
<th>Ranking Values (xj)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Importance weight</td>
<td>50</td>
<td>30</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Alternative A</td>
<td>30</td>
<td>57</td>
<td>100</td>
<td>52.1</td>
</tr>
<tr>
<td>Alternative B</td>
<td>60</td>
<td>71</td>
<td>71</td>
<td>65.5</td>
</tr>
</tbody>
</table>

**Model limitations**

- The estimation of weights in this analysis is subjective and the importance weights may vary among different participants in construction logistics such as contractors and suppliers. Hence, there is need to carry out sensitivity analysis (Levin and McEwan 2001) which will prove the consistency of the model output when some key input parameters such as the importance weights are varied.
The proportional scoring of the values implies risk neutrality and all of the unusual behaviour associated with that however the risk aspect of the alternatives can be ignored because the reliability of the alternative systems has been proved by previous experimentation and testing (Poon et al. 2009; Jang and Skibniewski 2008)

CONCLUSION

Various alternative ICT systems are available for the improvement of construction logistics but their cost and benefits vary significantly. Therefore, there is need to develop a model that can analyse various alternatives so as to guide decision in selecting a preferred alternative. This paper has presented the applications of multi-criteria analysis for the evaluation of alternative systems and the generation of ranking values, which are the measures of the viability of an alternative over the other based on a number of attributes. The study has demonstrated the applicability of multi-attribute utility theory in analysing alternative ICT-based logistics systems. Future research will aim to increase the number of attributes that will be used as part of the analysis with the view to incorporate a wider range of logistics problems that ICT systems can address. This will increase the robustness of the model and will be supported with sensitivity analysis that will be carried by varying key input parameters to prove the validity and reliability of the model output.
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