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Case-based reasoning has been shown in previous research to be capable of modelling construction processes with a good degree of accuracy. However, for the technology to become accepted amongst construction practitioners, the accuracy, reliability and especially the efficiency of the modelling methodology must be improved. To this end, a new method of performing one of the most critical functions of a case-based reasoning model, case retrieval, is proposed. This method, known as “cluster-based retrieval” involves removing the cases which are likely to be poor solutions to a problem at an early stage, allowing a focus to be placed on finding a solution from a greatly reduced group of cases. A model based upon real construction data and utilising the “cluster-based retrieval” method have been developed, validated and compared with ‘the’ model developed in previous research. This comparison aimed to measure any differences in the accuracy, reliability and efficiency as a result of the introduction of “cluster-based retrieval”. The model utilising the “cluster-based retrieval” method produced results more efficiently and with more accuracy and reliability than the original model. These results indicate that the use of a “cluster-based retrieval” method in a case-based reasoning model is a ‘step in the right direction’ to industry acceptance of the technology as a method of modelling construction processes.
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INTRODUCTION

Many of the processes that are performed in construction projects are stochastic in nature - they are liable to behave randomly over time. This nature makes such processes difficult to control, especially when project planning techniques, such as the critical path method (CPM), are not sufficiently detailed to incorporate the stochastic behaviour of these processes into a project plan. This can result in activities being completed with duration greatly different to that estimated in the project plan, resulting in: a delay in the project schedule, if the activity’s duration overruns; a gap in the schedule and resources standing idle, if the activity’s duration is less than planned. Either of these situations would result in an increase in the project cost.
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A number of models, using a variety of modelling paradigms, have been developed by researchers with the aim of helping construction practitioners to close the gap between the project plan and project reality. Case-based reasoning (CBR) is one of the paradigms which demonstrated a capability for modelling stochastic construction processes to a good degree of accuracy. Graham and Smith (2004) established that CBR is capable of producing estimates of the duration of such processes to within 10% accuracy, with 90% reliability. One drawback of the CBR model developed by Graham and Smith is that it takes 10 minutes for an estimate of process duration to be produced. Thus, the original CBR model, while accurate, is not very practicable.

To make this CBR model practicable and to help the construction industry accept this technological advancement and begin utilising CBR to plan stochastic construction processes there is a need to concentrate on improving the accuracy, reliability and in particular the efficiency of this CBR model.

In a bid to achieve accuracy, reliability and efficiency improvements in the CBR model the research presented in this paper focuses on the refinement of one of the key parts of a CBR model, the case retrieval mechanism. As an example the refined CBR model is developed using data collected from observations of the concrete placement process. This refined model is then compared with the original CBR model to determine if the aims of this research have been achieved.

**DATA COLLECTION AND ANALYSIS**

The data available for use in this research was collected from four construction projects of varying size that were recently undertaken in United Kingdom. The data set contained: 232 observations of concrete pours; 2050 observations of the cycle a concrete truckmixer follows in performing the concrete placement process; 26 explanatory variables; and 8 dependent variables. This is a substantial set of data, which should help to produce robust models. To put the size of the data set in context a comparison with other data sets used in construction research is as follows: Rowings and Sonmez (1996) used a sample size of 112, whereas, AbouRizk et al. (2001) use a sample of 39. Arditi and Tokdemir (1999) used a sample size of only 12.

Prior to developing a model, it is important to ensure that the collected data is of sufficient quality for use in modelling. This was done by following the pre-modelling data analysis framework shown in Figure 1.

The following is a summary of how each step in the framework was performed in this research:

- **Handling missing values**: when performing standard statistical analysis techniques it is important to have a rectangular data set, with no missing values. The data set had a small number of missing values and it was necessary to deal
with them. A number of methods were examined: the variables which contained missing data values were removed; the cases which contained missing data values were removed; the missing data values were estimated using the ‘expectation-maximisation’ and a ‘linear interpolation’ method (see Little and Rubin, 1987 regarding these methods). A new dataset was created for each of the methods and a regression model was developed of each dataset to determine which method produced a dataset which is closer to linearity – thus making prediction easier. It was found that the interpolation method produced the best answer.

- **Handling correlated variables**: Explanatory variables can be described as correlated if they have a linear relationship. Thus a model will lose no knowledge of the process it is modelling if one of these correlated variables is not considered. In this research, the Pearson correlation coefficient was calculated between each of the explanatory variables and two pairs were found to be correlated. Thus two variables were removed from the dataset.

- **Handling outliers**: the identification of outliers in datasets is commonly based upon a comparison of the Mahalanobis distance between a data point and all other data points (Santos-Pereira and Pires, 2002); with the value of the Chi-square distribution for a given dataset. No outliers were found in the dataset.

- **Handling non-numerical data**: non-numerical data is difficult to deal with when using standard statistical techniques. Therefore, there is a need to transform non-numerical data into a numerical form. This is done by categorising this type of data into positive numerical categories e.g. month = January before categorisation; month = 1 after categorisation.

- **Identifying important variables**: the variables which could not be practicably known at the stage of planning a construction project were removed from the dataset, leaving a smaller dataset of 12 variables. A regression analysis model was developed of this smaller dataset to determine the statistically important variables (shown in table 1). There were 6 explanatory variables which were found to be statistically important and practicable which produced the modelling data.

Prior to the commencement of model development, the data set was separated into two sections: one for development; one for testing and validating the models. The ratio of this split was 80% to 20%, which is fairly typical in a CBR model, resulting in a development data set of 186 cases and a validation data set of 46 cases.

### Table 1 Variables to be used in modelling

<table>
<thead>
<tr>
<th>Variables to be used in modelling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date (month) of pour</td>
</tr>
<tr>
<td>Travel distance</td>
</tr>
<tr>
<td>Type of pour</td>
</tr>
<tr>
<td>Number of truck-mixers</td>
</tr>
<tr>
<td>Total pour volume</td>
</tr>
<tr>
<td>Daily maximum temperature</td>
</tr>
</tbody>
</table>

THE CASE-BASED REASONING MODEL

CBR is a cyclical process, which has four steps (Kolodner, 1993). They are:

- **Case representation and storage.** A case usually consists of a description of a problem, in the form of explanatory variables; and a description of the solution to that problem, in the form of dependent variables. In the existing CBR model a case
is described by the 6 explanatory variables described in table 1, with each variable being categorised or ‘indexed’ to help improve the accuracy of retrieval. For full details of this categorisation the reader should refer to Graham and Smith (2004). To make the model more realistic weightings are added to the explanatory variables. These weightings were calculated using the ID3 algorithm, developed by Quinlan (1986), which builds a decision tree based on the cases in the case base and then uses the generated tree to calculate weights for each variable contained in the tree (Graham and Smith, 2004).

- **Case retrieval.** When a new problem, known as a target case, needs to be solved a search is made of the collection of cases (case base) for the case that best matches the new problem. In the existing model there are two parts to the retrieval of cases: when a target case is presented an initial check is made that that particular problem had not been solved by the model in the past. If it had then the same case would be presented for use as a solution to the problem; if the model had not solved the problem before then a search for a solution is made over the entire case base. A calculation is made of the mathematical distance between each case in the case base and the target case. This is performed in two stages: One, for each case in the case base, the variables of the target case are compared with the variables of the stored case (in the case base) using Equation 1; then, an assessment of the overall similarity between the target case and the stored case is made using Equation 2.

- **Case adaptation.** The retrieved case may not always be readily applied as the solution to the problem; it may need to be adapted in some way. At this stage a case can be adapted – often using some form of mathematical rule to perform the adaptation. In the existing model there is no adaptation applied.

- **Case accumulation.** This step in the process involves the automatic formulation of new cases to be stored in the case base. A new case is formed by using the inputs from the target case (new problem) and the outputs from the retrieved (and possibly adapted) case to form a new case. This mechanism allows the model to learn over time.

\[
sim_i(i_{\text{Target}}, i_{\text{Stored}}) = \begin{cases} 
1 & \text{if } i_{\text{Target}} = i_{\text{Stored}} \pm 10\% \\
0 & \text{otherwise}
\end{cases} \quad \text{Equation 1}
\]

Where: \(i_{\text{Target}}\) is a variable from the target case; \(i_{\text{Stored}}\) is a variable from a stored (in the case base) case; \(\sim(i_{\text{Target}}, i_{\text{Stored}})\) is a measurement of the similarity between two variables. If the variable of a target case is within a range of +/- 10% of that variable of the stored case, then they are assumed to be similar.

\[
sim(\text{Target}, \text{Stored}) = \frac{1}{p} \sum_{i=1}^{p} w_i \times \sim(i_{\text{Target}}, i_{\text{Stored}}) \quad \text{Equation 2}
\]

where weighted \(\sim(\text{Target}, \text{Stored})\) is a measure of the similarity between a stored and target case taking into account the relative importance of the variables; \(p\) is the number of variables; \(w_i\) is the weighting of a variable, \(i\).

**THE REFINED CASE-BASED REASONING MODEL**

A CBR model derives its power form its ability to retrieve relevant cases quickly and accurately from its case base (Arditi and Tokdemir, 1999). To recap, this retrieval process is usually performed, as is the case in the above model, by measuring the
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similarity between the target case (problem to be solved) and each of the cases in the case base.

This research has focussed on the refinement of the mechanism for retrieving potential solution(s) in a CBR model in a bid to improve the efficiency, accuracy and reliability of a model. The mechanism has been refined by adding in an additional step into the process of retrieval, which works by: clustering the cases in the case base together using a standard mathematical clustering technique and determining which cluster is most similar to the target case; the cases in the clusters, other than that which is closest to the target case, are discounted from further examination; the cases in the closest cluster to the target case are then measured for similarity to the target case using the techniques outlined for the original CBR model. This is known as the ‘cluster-based retrieval’ mechanism.

The following is a description of how the ‘cluster-based retrieval’ mechanism works in the refined CBR model (see figure 2):

- Cluster the cases held in the case-base into 3 clusters using a standard k-cluster algorithm (k = 3 in this instance). For details of this algorithm the reader should refer to Hartigan (1975).
- The Penrose distance measurement, shown in equation 3, is used to measure the distance between the target case and the centroid of each cluster of cases.
- The cases, in the cluster of cases which has the smallest Penrose distance measurement to the target case, are considered further by the model. The other 2 clusters are discounted because the closest cluster is most likely to hold the case which is most similar to the target case. In the example shown in figure 2, cluster 2 was found to be closest to the target case.

$$P_{variable}^{target,Clusterk} = \sum_{variable=1}^{variable=N} \left( \frac{variable_{target} - \mu_{variable,Clusterk}}{\sigma_{variable}} \right)^2$$

Equation 3 (after Penrose, 1953)
Where: $P_{\text{Target, Cluster}k}$ is the Penrose distance between the target case and the centroid of cluster $k$; $\text{variable}_{\text{Target}}$ is the value of $N$th variable in the target case; $\mu_{\text{variable, Cluster } k}$ is the centroid value for the $N$th variable maximum temperature of all of the cases contained in cluster 1; $P$ is the number of variables; $V_{\text{variable}}$ is the covariance matrix of the $N$th variable.

- The cases contained in the cluster (selected using the steps outlined above) are used to form a new case base.
- The steps taken in the original CBR model for measuring the similarity between the target case and the case-base cases are now used to determine the most similar case. To recap these are: for each case in the case base, the variables of the target case are compared with the variables of the stored case (in the case base) using equation 1; then, an assessment of the overall similarity between the target case and the stored case is made using equation 2.
- Finally, the most similar case is retrieved as a solution to the target case.

The other steps involved in a CBR model: case representation and storage; case adaptation; and case accumulation are the same in the refined model as in the original CBR model.

It is important to determine if the refinements made to the original CBR model have effected any improvements in the efficiency, accuracy and reliability of the model. To do this a process of model verification and validation was undertaken, which is discussed in the next section.

**MODEL VERIFICATION AND VALIDATION**

To recap, the CBR models were developed using the development data set of 186 cases (or 80% of the total cases available), leaving 46 cases (or 20% of the total cases available) for use in validation.

Model verification is concerned with determining whether a conceptual model (the model assumptions) has been correctly translated into a computer “program” i.e. debugging the program (Law and Kelton, 2000).

To verify that the model has been developed correctly, a simple test of the model was performed. This involved taking each case held in the case base as a target case. This was done without removing that particular case from the case base. Thus, the case that is being used as a target case should be selected as the most similar case in all 186 instances. This was indeed observed in all cases; and hence the model has been verified as having been developed correctly.

Model validation is concerned with determining whether a model (as opposed to a computer program) is an accurate representation of the system under examination, for the particular objectives of a study (Law and Kelton, 2000). The particular objectives of this research were to accurately estimate how a construction activity will be performed, under given project conditions. It is therefore important to determine whether or not the refined CBR model can accurately estimate the productivity of a concrete pour, given the values of the explanatory variables held in each of the 46 validation cases.

It is noteworthy that the validation data was not included in the development of the model and is hence new to the model. For model validation, each of the 46 validation cases was presented, as a target case, to the CBR model and the estimate of
productivity suggested by the model (taken from the most similar case held in the case base) for each validation case, was compared directly with the actual productivity observed, on the construction site, for that particular case.

It was found that the refined CBR model provided, on average, estimates of the productivity of a concrete pour, to within 7% accuracy in 95% (44 out of 46) of the validation cases. Importantly, it took the refined CBR model, on average, 120 seconds to find a solution.

**COMPARISON OF ORIGINAL AND REFINED MODELS**

The original CBR model was found, by Graham and Smith (2004), to be capable of estimating the productivity of concrete pours to within 10% accuracy with 90% reliability. It took, on average, 600 seconds for the model to produce an estimate of productivity.

To ensure that the refined model and the original model could be fairly compared, the original model was redeveloped using the same data sets as those used in the refined model. The same validation approach, as that outlined above, was applied to the original CBR model and it was found that the model could produce estimates of the productivity of concrete pours to within 12% accuracy with 95% reliability. The time to produce an estimate remained, on average, at 600 seconds.

A comparison of the performance of the original and refined CBR models demonstrates that an improvement has been made in the accuracy, reliability and efficiency of the model. The accuracy was improved by 5% by refining the CBR model without compromising the reliability of the model. The refined model was made 80% more efficient, than the original, by utilising the ‘cluster-based retrieval’ mechanism.

**CONCLUSIONS**

Case-based reasoning has been shown in previous research to be capable of providing estimates of the productivity of stochastic construction processes to a good degree of accuracy (10% error) with a good amount of reliability (90%). However, the model which produced these estimates took, on average 600 seconds, to produce a solution. This time is a major drawback for the CBR modelling paradigm’s application to construction problems; hence this research has sought to find a method of improving the efficiency of the CBR model, without compromising on the quality of the output.

To this end, a new method of performing a critical function of a CBR model, the retrieval of potential solutions, was devised and explored. This method centred on an early removal of potential solutions which are unlikely to produce a good estimate. This permits the CBR model to focus its search, for a solution, among: a vastly reduced set of potential solutions – affecting a large increase (80%) in the efficiency of the model; a set of cases which are potentially good solutions to the problem – affecting an increase in the accuracy of the model – the model’s likelihood of producing an erroneous solutions are reduced by 5% as there are less solutions of this type in the set of potential solutions.

In summary, the refinement of the CBR model has led to improvements in the capability of the paradigm in its application to the modelling of stochastic construction processes. The challenge is now for the construction industry to take up this technology to take advantage of its ability to grasp the complexity of the processes...
that make up a construction project. This ability to accurately model projects at a process level can be assimilated into a project planning tool to permit a construction practitioner to improve the accuracy of a project plan through having a better grasp of the construction project at a process level. The result should be improvements in construction projects in terms of delivering on time and within budget.
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